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Abstract.

The NHTF1 benchmarks are a set of three scalable 1/0 benchmarks
suitable for evaluating the I/O subsystems of high performance dis-
tributed memory computer systems. The benchmarks test applica-
tion 1/0, maximum sustained disk I/O, and maximum sustained

network 1/0. Sample codes are available which implement the
benchmarks.
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1.0 Introduction 1.1  Application I/O Benchmark

Hiah th h K isk | any unstgady Naviebtokes compl_Jter cod_es
'gh throughput network and disk /0 SySternSIc\;/lommonly in use at NASA Ames write solution

are critically important components of high per-_ . . .
y Imp b gh P iles to disk at regular predetermined intervals.

formance highly parallel systems capable of su he irst part of the parallel /O benchmark is

porting the complex scienitif workloads found . -
at national supercomputing centers such algltended to test the ability of the system to

NASA Ames Research CentsrNumerical simultaneously support sigigdnt computation
Aerodynamic Simulation (NAS) Facilityrhese and I/O.

workloads are composed ofdarscale computa-

tional fluid dynamics applications which require 1.2  Disk I/O Peak Performance Benchmark

significant amounts of /0. Maintaining accept-

able system throughput while processing such _'5his benchmark is_intended to measure the_ max-
workload has required the development ofMum sustained disk 1/O transfer rate available

sophisticated operating system features: virtudP the system.
memory checkpointing, copy-on-write tech-
niques, etc. Such systems requirgéaamounts 1.3  Network /O Benchmark

of 1/0 capability that must be available to both o
user applications and system processes in ord&fiS benchmark is intended to measure the max-

to maintain sufcient 1/0 throughput. This doc- IMmum sustained network 1/O transfer rate avail-
ument describes three simple, scalable I/0 tesfdle to the system.

that are applicable to high performance highly

parallel system architectures. Barscale dis-
tributed memory computer systems are thgetar
architectures; the design is intended to allow
easy adaptability to shared memory architectures

as well. These tests provide metrics for use?.1 Background

application 1/O, peak disk I/O performance, and _
network 1/0. I/O is a necessary component of the numerical

simulation of unsteadyldws. Typically,

The non-volatile secondary mass storage devicé#isteady flow solvers iterate for a predetermined
that are intended to be tested have historicalljumber of steps. Due to the garamount of
been based on rotating magnetic storage devicfadta in a solution set at each step, the solution
(disks). This may not be true in future high|yfiles are written intermittently to reduce 1/0
parallel computer systems. Hence, in the folbandwidth requirements for the initial storage as
lowing, the term “disk” is intended to denote anyWell as for future post-processing. This bench-
local, non-volatile, read-manwrite-many sec- mark simulates the 1/O required by a
ondary storage device that is supplied as a sta@seudo-time stepping flow solver

dard subsystem to the highly parallel computer

system on which these benchmarks are to be ruhf€Application 1/0 Benchmark implements the
approximate factorization algorithm (hereafter

denoted thé\pproximate Factorization Bench-

2.0 Application 1/0O Benchmark
Specification
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mark) precisely as described in Section 4.7.1 o2.2 Instructions

The NAS Parallel Benchmarks [1], with addi- _ . ) _
tions described belowThe specitation is S€ction 5.2 of [1] specds thatN iterations of

intended to conform to the “paper and pencith® Approximate Factorization Algorithm be
format promulgated in the NAS Parallel Bench.Performed. The Application I/O Benchmark is

marks, and in particular the Benchmark Rules a@ P& performed with precisely the same specif
described in Section 1.2 of [1]. cations as the Approximate Factorization Bench-

mark, with the additional requirement that

The choice of the Approximate Factorization€Very l, iterations, the solution vector U must
Benchmark as the basis for the Application I/3P€ Written to diskife(s). Relevant parameters

Benchmark was determined by the followingfor the Application I/O Benchmark, including
considerations: ly, are provided in dblel on paget. 1/0 may

be performed either synchronously or asynchro-
1. The layout of the data to be written to disknously with the computations. Performance on
must be roughly similar to the layout requiredthe Application I1/0O Benchmark is to be reported
for highest performance of a user calculation oas three quantities: the elapsed wall clock time
a highly parallel system, otherwise the relevanT;, the computed I/O transfer raig,, and the
data must be rearranged. Sigmint data layout |/O overhead;. These quantities are described
rearrangements on a distributed memory highlin detail below
parallel system typically require substantial
amounts of wall clock time relative to the com-The specitation of the Application I/O Bench-
putation time. This in practicefatts the overall mark is intended to facilitate the evaluation of
observed I/O transfer rate, and degrades the pdhe I/O subsystems as integrated with the pro-
formance of the application as a whole. The |/F€SSing elements. Hence no requirement is
transfer rate obtained from periodically writingMade for initial data layout, or method or order
the solution vector of the Approximate Factor-Of transfer In particulayit is permissible to sac-
ization Benchmark represents an estimate of tHéfice foating point performance for I/O perfor-
practical transfer rate that may obtained by &ance. Itis important to note, howevirat the
NAS user code optimized folofting point per- computation-only performancg. will be taken
formance. If significant data rearrangements ar® be the best veréd time of the Approximate
required to d&ct adequate 1/O transfer rates, thd-actorization Benchmark.
additional overhead may result in increased run-
time when compared to the runtime of thex3 File Format

Approximate Factorization Benchmark. The solution vector for each time step cannot be

2. The Approximate Factorization BenchmarkSpread across multiplées. If multiple solution

has been implemented on a number of highlvectors are contained in a singile fthey must

arallel svstems. with comparativelv hiah per2€ sequentially concatenated in the order they
p y ’ pare y Mgn pery ere generated. Thdd(s) must be standard
formance results [2]. Thus it is clear that the

algorithm as spedid in Section 4.7.1 of [1] is sequentialife(s) containing solution vectors

an appropriate numerical alaorithm to im Ie_stored in the canonical order for the language
pprop 9 Pl€sed. For Fortran, the array elements of U

ment on highly parallel systems. should be in the order speet by the ISO For-
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tran standard [3], as if U was written in a single2.4.3 1/0 Overhead

Fortran write statement. For the C language, the _

array elements of U must be in standard C ordef© overhead: is to be computed as follows:
Depending on the language, U will be stored in

either row major or column major ordeFur-

ther, it must be possible to transfer the solution ¢
file(s) over the network to a uniprocessor system

and post-process them sequentially without sig-

nificant processing overhead for data rearrange- , , . . ,
ment. Evidence should be supplied that Ne quantity T is the best verigd run time in

indicates that thelé(s) are in the spedid for- seconds for the Approximate Factorization
mat. Benchmark, for an identically sized benchmark

run on an identically configured system.

o 5

2.4 Reported Quantities o
2.5 Application /0O Benchmark Parameters

2.4.1 Elapsed Time ]
The following parameters are to be used when

The elapsed wall clock tinTe; is to be measured performing the Application /0O Benchmark:
from the identical timing start point as spéasif

for the Approximate Factorization Benchmark, TABLE 1. pr”;a‘io:‘ /O Benchmark
to the lager of the time required to complete the arameters
file transfers, or the time to complete the compu- Ng Ne N, N, Ly

tations. The time required to verify the accuracy
of the output files generated is not to be included
in the time reported for the Application I/O

Benchmark. The elapsed tinTg is to be 2.6 Verification

200 102 102 102 5

reported in seconds. The integrity of the data stored on disk is to be
verified by the execution of a post-processing
2.4.2 Computed I/O T ransfer Rate program that sequentially reads thie(s)

described in Section 2.3 and writes an ASCII
formatted fle of floating point numbers on the
standard UNIX output streastdout. These
numbers are the 5 elements of each entry on the
_(5w) x (NgN;Nz) x Ng main diagonal of the three-dimensional,
o~ wTT (Ng x N, x N,) -entry solution vectorThese num-
bers are to be written in order from lowest array
index to highest array index. The numbers are to
o : , be formatted equivalent to the FORAN 77
HereNg, N,, andN, are the grid size dimensions EORMAT specii%ation of “F15.10": one num-

andw is the word size of a data element in bytesb . L
L oy er per line of output. The veadétion program
e.g., 4 or 8, and the remaining quantities werge

. . IS to be executed on precisely one node of the
defned previously The units ofR, are bytes h . i "
per second. system, or another appropriate system; no multi-

The computed 1/O transfer rakg, is to be cal-
culated from the following formula:
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processing is allowed. The vendor should sug-or the write test, the elapsed time is measured
ply the file containing the from the beginning of the write test (before any
files have been created or I/O initiated) until all
£ X N x Ns 80% of the memory has been completely trans-
Ty ferred to disk. At this point, it should be possi-
ble to turn of the system without &kcting the
integrity of the stored data—the stored data must

numbers, and the program source code used ly reside on disk.

generate the output directed into thie.f An
example implementation of the veeition pro- For the read test, the individual nodes must
gram is provided in the sample programs disgransfer precisely the same data that was stored

cussed in Section 5. during the write test (in the same order) from
disk to the memoryBefore the read test begins,
3.0 Disk /O Peak Performance the only copy of the stored data must be on disk.
Benchmark (It may be necessary to reboot the system to

ensure that none of the data is cached deled
on the system.) The elapsed time is measured
3.1 Background from the beginning of the read test (before any

Not only is application 110 performance impor-ﬁles have been Opened or l/O |n|t|ated) until all
tant, but it is also vital that a system be able t§€ data has been transferred to the memory
deliver high 1/0O performance for system func-

tions such as loading programs, swapping, pag:3 Reported Quantities

ing, or user memory management_, in a multiusesp o peak /0 rat@,.,, is reported in bytes per
multitasking environment. Required aggregatggcong and will be calculated as follows:
system 1/O performance is sigiedintly greater

than that of an individual application. The Peak
I/O benchmark is intended to measure the per-
formance of this type of optimized I/O.

2(0.8S5,em)

Tereao t TewriTE

RPEAK -

3.2 Instructions

_In this equations,,c,, is the total size of the sys-
There are two parts to the benchmark: a writgsy's random access memory in bytes, and

test and a read test. Each test must read or WrHe _ is the wall clock time in seconds required
at least 80% of the systemfandom access for the peak read benchmark. This time consists
memory Before each test begins, this memongs not only the time to read the data, but also the
must beifled with random data. The write testime to open and close any files in which the data
must transfer the contents of this memory 1Gs stored. Similarlyr,g. is the wall clock time
disk, while the read test must transfer the dat?equired for the peak write benchmark in sec-

memory files.
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4.0 Network I/0O Benchmark seconds required to complete thle fransfer
This time consists of the time to transfer the data
over the loopback connection and the time to

o open, close, read, and write the files in which the
The Network 1/0 Benchmark is intended to meagata is stored.

sure the performance of the external network 1/0

subsystems. This type of I/O is required to sup-

port user data transfers to remote storage, date® Sample Programs

communications typically required of heteroge-

nous distributed applications, and data transfefSample programs implementing simple versions
required by distributed visualization applica-of the benchmarks, and the vexdtion test, are
tions. available by mailing a request to NHTBench-
marks, NAS Systems Development Branch, MS
258-5, Mofett Field, CA, 94035-1000. Email

. ) i requests may be sentrtmarter@nas.nasa.gov.
For this benchmark, the data written to disk as

required in the Disk 1/O Peak Performance

Benchmark (Section 3 above) must be combine@.0 Acknowledgments

into a single system readable file. The local sys-
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RTHROUGHPUT -

4.1 Background

4.2 Instructions

TTRANSFER

[3] International Standard Programming Lan-
guage Fortran, ISO/IEC 1539: 1991 (E),
ISO/IEC Copyright Ofice, Case Postale 56,
CH-1211 Geneve 20, Switzerland, sections
6.2.2.2 and 9.4.2.

In this equations;, . is the total size of thelé
in bytes, andrz,vsrer 1S the wall clock time in
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